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I Commissioning Strategy

2 complementary strategies are being followed in parallel in order
to put in place different aspects of the chain:

Real data:

Operate the ATLAS detector to collect data
from:

* Cosmic rays (since 2005)

» LHC single beam operations (3 days Sep

2008)
Real data — Useful to:
- Commission the full operation chain (TAQ,
monitoring, alignment & calibration,
reconstruction, computing, analysis)
» Gain experience in operating the detector
(from TDAQ up to analysis in the GRID)
- Get to know the detector
* Provide first alignment and calibration
constants
* Measure the detector performance from
data
* First tuning of simulation to reproduce data

Simulation:
Several data challenges of increasing
functionalities, size and realism. Examples:
Computing System Commissioning CSC 2007 @
14 TeV
-Calibration Data Challenge €DC 2007 @ 14
TeV
*Full Dress Rehearsal 2008 @ 14 TeV
*MC08 @ 10 TeV
*MC09 @ 10 TeV
* TDAQ Technical Runs

LHC like collisions data — Useful to:

* test the complete analysis model

* fest the computing model

- study expected detector performance and
physics potential

- test reconstruction, calibrations & alignment
- develop methods to measure performance
from data

- improve physics analysis




ime Data taking from 2005 to 2008
= .

Cosmic rays

» Cosmic rays were
taken with different
detector and magnet
configurations as
systems were ready.
* In July 2008 ATLA
entered in a semi-
continuous operation
mode.

LHC
single beam
10-12 Sept
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Global
Combined
Cosmic run

Cosmic rays

Data from the 2008
combined run and LHC
single beam have been
re-processed @ Tierls
and analised in detailed
(second part of this
lecture)
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i Shutdown winter 2008-2009

* The winter shutdown was well profited to repair
problems detected during 2008

Present status of the ATLAS detector

Sub-detector

N. of channels

Fraction of working detector (%)

Pixels

Silicon strip detector (SCT)
Transition Radiation Tracker (TRT)
LAr electromagnetic calorimeter
Fe/scintillator (Tilecal) calorimeter
Hadronic end-cap LAr calorimeter
Forward LAr calorimeter

Muon Drift Tube chambers (MDT)
Barrel muon trigger chambers (RPC)
End-cap muon trigger chambers (TGC)

80x10°
6x106

3.5x10°
1.7x10°

9800
5600
3500
3.5x10°
3.7x10°
3.2x10°

98.5
~99.5
98.2
99.5
~99.5
99.9
100
99.3
~ 95.5 (aim: > 98.5 by first beams)
>99.5




i Data taking in 2009

Apr '0Y

ATLAS shutdown: c 5 ¢ g =
- Detector repairs 2| E n 2 i - B
- Software upgrades 3|2 _g g |02 = g 3
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Overall data taking efficiency: = 10 P D

already ~ 83% during the 2008 i 93 millon events -3
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A detailed schedule of cosmic rays data - " ]

taking from now to mid November (LHC) - A
ATLAS will enter in a continuous operation s e L S

mode well in advance the first LHC beams
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N Data challenges with simulation

Simulated data always comes before real data, so these
challenges have been done for a longer time.

The most recent ones are:
Computing System Commissioning CSC, @ 14 TeV (2007)
Calibration Data Challenge CDC, @ 14 TeV (2007)
Full Dress Rehearsal FDR, @ 14 TeV (2008)
MC08 @ 10 TeV (2008-2009)
MC09 @ 10 TeV (2009)
Scale Testing for Experiments Program STEPO9

» Obviously, no time to cover all of them

* The last part of this Lecture (Strategy towards first LHC physics results) will
cover part of the performance and physics studies done with these data.

— So just a few words about STEPO9 and FDR




.Scale testing for experiment program 2009

R v IR

An offline commissioning o4 N Vo Dty e f
computing test done with other Bor ATE A = Sealrat IO P
LHC experiments: B8 5/ o rr AR BRI o

* Monte Carlo Production: 12 M

events

* Full chain data distribution:

4PB

* Re-processing @ Tierl's

centers

» User analysis challenge: ~IM

analysis jobs

'
.

Data transfer TierO->
Tier-1s and Tier-1s >
Tier-2s

Higher peak rate than
nominal (1-2 GB/s at
LHC) sustained over 2
weeks

wASGC « CERN mFZK NDGF m RAL TRIUMF
mBNL wCNAF mLYON =PIC SARA




O Full Dress Rehearsal

Realistic test of the processing chain from online to physics analysis including all
major steps:

- exercise full software infrastructure

- perform calibration and alignment in 24 hours and provide data monitoring

- provide sample for emulation of early physics data

Example of di-muon mass plot after 5 days of
"data taking"

w220

Const=54.362 | 4,760

Mean=21.01% GeY = 0,185 GV
a=7.3085 GeW - 1.35% GaV

EntriesfGe




Full Dress Rehearsal

STEPS FOLLOWED How a few hours of ATLAS typical running
- Mix simulated event @ LHC L= 1031-32 cm-2?s-! were emulated?

samples quasi-realistic
compositions intro raw oradle
data streams s
* Pre-load output buffers

4t ypdate

< 3rd ypdate

2nd ypdate

2 1st update

Calibration constants

of online farm (SFO), Condions
copy to TierO (300MB/s) — 2o dn—
- Process express stream T
) . Express stream calibration
@ TierO as data comes in I l e
and apply data quality . 4
monitoring algnmert — reprocess

Calibration constants

merging, DQMF,

* Run calibration & l
alignment tasks @ calibration | roorse %

centers DQ display, custom S ) ) )
- Sigh-off and run bulk data | ™ e
reconstruction @ TierO e GQ—D 5 @i
- Distribute output to g : :

Tierls and Tier2s feport P ] [ =l

* Re-process data @ Tierls

* Perform user analyses i ————
crezotess




Results of cosmic rays analysis
(based on data from the 2008 combined run)

Fall 2008 combined cosmic data taking

Cosmic events recorded and processed by ATLAS since Sep 13, 2008
? i T I L T I T L l L T I T T I L T I T L I L T I T i
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i Where do most events come from?

— Tracks extrapolated to the surface

- | Elevators

30000

Track x (mm)

20000
10000

0

0000

-20000

-30000

Small shaft

Big shaft

10000 20000 30000 40000 50000

Track '
'"“C ,S_ . | As expected, most of the comic

= | muons seen by ATLAS are
entering through the cavern
access shafts and elevators
—A simple and nice cross
check that the full
operation chain is working!!!l
What can we learn from them
useful fowards LHC physics?




1mm What we can learn towards LHC physics
miEl

Are the detectors OK? i.e. within the required (imposed by physics) specifications?
Efficiencies
Noise
Number of operating channels

Keep in mind that all this was tested during construction and in test beams, but is it still
the case after installation in the cavern?

Is the reconstruction OK?
Tracking, energy reconstruction, muon identification & reconstruction, etc
Measure its performance from data

Can we try to align and calibrate the detectors with these kind of events?

The physics we want o do imposes very challenging requirements in terms of knowing well
the position of the detector and their calibrations

To reach the required precision we will have to wait for collisions data, but what
can already be done?

Tune the Monte Carlo to reproduce well the data

Cosmic rays are now our signal but once LHC starts operation it will be the
background — Get to know the background and how to reject it!

ATLAS is seriously focusing on the understanding of the detector performance making use of
the collected cosmic rays data

I can only show here a few examples of each of these 5 mentioned essential topics




Are the detectors ok? ExPixeldetector

2008-10-18 13:00:48 CEST event:JiveXML_91890_115564 run:91890 ev:115564 geometry: <default> Atlantis

v

o Aligned geometry

|IJ[I|\IIJ|IHI|\II\‘II\I|HI\

Pixel Efficiency

ATLAS Preliminary

~99.8% efficiency in
all layers
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| | |
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i Is the reconstruction ok? [ex Tracking

ESTIMATION OF TRACKING
PERFORMANCE FROM DATA

Cosmic tracks cross both the
upper and bottom hemispheres
of the detector —

Momentum resolution

Method:
- Split tracks in the center

and re-fit each individually :  DaaSionl

- Look at the difference of ' - Simulation, full ID
the track parameters of both
track (u,0)

T
Split tracks

p x o(a/p)
.O
O

o
)

— Obtain biases and
resolutions




Ex: Tracking in the Inner Detector
and Muon Spectrometer

The difference between the momentum
measured by the Inner Detector and the
one measured by the Muon Spectrometer
should correspond to the energy deposited
in the material in between (mostly
calorimeters) — a peak ~3 GeV is obtained
as expected!

3 2 l 0 l 2

3
n

MPV of E loss by a 10 GeV muon from the beam pipe
to the exit of the calorimeter given by GEANT4

>
i Is the r'econs’rruc‘rnon ok:
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Is the reconstruction ok? [Exielectron

Event display of one of the electron candidates, recorded on 28/9/2008
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First electrons observed in ATLAS: from ionization of cosmics muons



i Can we try to align and calibrate?

Ex: Inner Detector Alignment

» The position of the modules has to

w :I | T 1T | T 1T | T TT | T 1T | T TT | T 1T | T TT | T 1T | I:

be known extremely well for physics §16°°°: SAlbecigccnsiy , MC (perfect 1
@ LHC (e.g. a precise measurement of c14000f MR f defector)
o ~ OMC perfect geometry ]

the W .mass) 2. o000l H=0um, o=16um After E

- Cosmic tracks have been used to %S - CINominal geometry alignmenT |
obtain a first alignment of the inner §10000f~ w="2lum, o=T28um E
£ - .

detector S 8000 =
- Before ATLAS Preliminary

6000 alignmenT Pixel Barrel —

A precision ~ 20 um B 40001 .
has been reached i S Y 2000F- E
for the Silicon . g

residual

‘A:_I

detectors (ultimate
goal 5-10 um)

x residual [mm]




Tunlng The Mon‘re Carulo Ex: SCT cluster width

MC (not tuned)
Data

B field (solid)

Cosmic rays can traverse the SCT modules with large
incident angles — cluster width (#strips with signal)
increases

Average cluster size

t=10. I=1560

I PR IR IR
20 40 60 80
Incidence angle (degrees)

e
A7

! particle Data/MC discrepancies
can be cured by tuning the
model that emulates
the electronics

¢}

Digi step 90 um
Digi step 50 um
Digi step 20 um
Digi step 5 um, 1 charge

o
O w0 o

Mean cluster width

w

N

Cosmic ray

—
a 0N




i Get to know physics background

: C Event in which a cosmic muon deposited >1 TeV in
Jets and high missing E, can the Hadronic Calorimeter

. . .
O r' I 9 I na-re f r'O m h l 9 h energy ATLAS 2008-09-28 04:52:37 CEST event:JiveXML_90272 214077 run:90272 ev:214077 geometry: <default:> Atlantis
X Projection] @<

cosmic muons passing through s

the calorimeters — | Jet
| direction ¢

Cleaning cuts have been found to
reject cosmic events, checking that
MC reproduces well the data

Y (m)

2 = ' "ATLAS Cosmic 2008 Preliminary =
- u s Cosmic Data L1Calo N
° 1 - ... Cosmic Single Muon MC—
2 - P — QCD Dijet MC 3 ]
g 10" -
zZ = 3
© i ]
N2k -
© - -
£ - ’
10—4 E_ . —§
10'5 _E'I RTINS T T S N SN ST N A N S .1#‘ ?_

1 I L
1 1.2
Jet EM Fraction

=)
N
o
o
N
o
FSN
o
o
o
oo

-10
1




LHC single beam
- Data collected
* What have we learnt from it? (some analysis results)




LHC start-up conditions

tertiary
collimators
140 m

LHC data in ATLAS (Sep 10th-12th): o
p ' { <4 )%) (E\ \/T\ (;\\ (_17 http://hcc.web.cern.ch/hcc/beam/by_beam.php
Most Visited ~  HEP ATLAS~ CAF~ DDM~ FDR~ Operation~ SW~ DP~ Toolsv TMVA~ Gfitter~ g

1 bunch of 2 - 10° p at 450 GeV e e

Start stopping beam on collimators, re-align S
with center, open collimators, keep going — T PONTo
expected:

- Splash events when collimators closed ‘,
 Beam halo and beam-gas events POINT 3 ; L

Momentum --- - G % Betatron

ATLAS was ready for first beam: — Seming
SCT, muon chambers and forward calorimeter .
at reduced HV and Pixels OFF for safety
reasons. POINT 2 POINT 8

LVL1 processor and DAQ up and running, HLT il -
available (but only used for streaming) :

TI8

Updated by Roberto Saban




‘L1Calo Stream

i First splash even seen by ATLAS




i Splash events

Events characterized by:

Huge number of signals in the detector

Huge energy deposited (HAD cal > 1000 TeV, EM Cal ~
several TeV)

Excellent for timing studies and to find dead channels.

Retresh moce Deiplay Options Onplay Msde
@ By ever” Rate ] __ = I'—j . =
Hesd event > | Reconnect I
S1an Browser I R e,

Fat Ne Lowlimt T R

- 10z ye tvst |

pasrgL_¢ DAREEL_A | pnocar_c | onocar_a |

31.00%
2.01%
22.82% I
n.15%
26.64%
25.55%
24.45%

Beam splashed event LN
in the TRT: These RS A
events were used to B

time in the detector || . % & i — )
at the ~ 1ns level. A 3 {EHII

J_ L))

e
i
4

e

-




imExpected events during circulation of a single beam
I

beam - gas interactions (this is
fixed target physics)
E.. =28 6GeV (p-p, 450 GeV)or
E., =1136GeV(p-p, 7 TeV)
low p; tracks, very forward
rate depends on vacuum

conditions + rest gas composition
beam halo (hadrons, muons) . t.
eam propagation

mainly from secondary/tertiary Core s
interactions of protons with
collimators Diffusion

Primary processes

Traverse the detector halo(p) | TnmAum
horizontally !

Secondary

Impact T Tertiary halo

NN X

R




i Beam halo events

» Single LHC proton beam circulating.
At the beginning, the beam was not well focused — quite a few particles

(muons) crossing horizontally the detector.

Ex: Validation of the energy calibration in
the HAD calorimeter

FEile Camera

Event reconstructed in the HAD Calorimeter
E < 100 GeV (~ 10 muons crossing the detector)

o Sample A
# Sample BC
o Sample D

£
E
N
T
=
5
@
=
—
w
-l

1 L I L Il L I L 1 1 I 1 I 1 l i I il l Il I 1
-4000 -2000 0 2000 4000 6000
Z[mm)]

- Beam data: dE/dz = 1.9+0.2 MeV/mm

- Cosmic data: dE/dz = 1.7+0.3 MeV/mm

= Good agreement of the detector response
between cosmic and beam data.

= Uniform response (within 6%)




Beam halo events
-

* The beam was then very clean (good for physics, harder to
time in the detector).

MuonBoy tracks
= Single Beam

= Cosmics

l 3 | lll\-MII ]/

_ﬁi_hﬁ_ r”

LHC single beam data event display Distribution of the muon spectrometer 6 track
parameters for single beam and cosmic data.

l : / |ATLAS preliminary I




ime Beam-gas events?

Runs 88153,

Event 12060,

Sep 12, 2008
Beam-gas
interaction

Looks as a beam [
particle - beam
pipe interaction

Real DATA | Monte Carlo |
(Inner Detector a
with only SCT '

ON)

'Il'lllmillilililil -ﬁlilililillllllllll 'II‘I“F“!“iIiIiIiI' _'4 n|£|||||!||||!!1!!1
f L | — | |

E "¢:==u¢"""

IR 1N
|||||||||||||| _ |i|H!!|||||||| |||||||||||||| -7‘ ||||||II|

Some candidates for beam hitting the beam pipe found. Beam-gas interactions not observed,
probably because of the excellent vacuum in beam pipe but also the Inner detector was not
fully ON during this period.
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Strategy towards first
LHC physics results




i First expected LHC data

Fermilab SsC

+ LHC plan for 2009-2010: 1l L“i‘ )

I [
run at Vs = 7 TeV until a significant e71d !

data sample has been collected. , |
And then go up to Vs = 10 TeV |

+ Let's focus mainly on Vs = 10 TeV
where more studies have been done

Amount of events in some channels with 100 pb-!

Channels (examples ... Expected events in ATLAS after cuts
/=10 TeV, 100 pb!

7 (proton - proton)

I - uu ~ 10
Y > pp ~5 10 “ag ﬁ
W-uv ~310°

Z - ~ 3104
tt >WbWb—pv+X ~ 350
QCD jets pr>1TeV m=1Te
é,q m~1TeV i ’ T Higgs

my = 500 GeV

Events /s for & 10% cm=2 5~

In addition, > IM minimum bias (MB) events SooT oo o

with 10pb-1 /5 Tev




i The road towards physics

. Will only show some
The strategy towards physics examples in each step

- Commission and calibrate the detector E
using well known physics samples Obtain muon efficiencies from data &
Using MB, J/u, Y, W, Z, efc) R R e

"Re-discover” and measure Standard
Model at Vs = 10 TeV

Particle multiplicity in MB

QCD jet cross section

W, Z cross section e T

Observe top signal, measure tt cross section L hEs f
First tuning of Monte Carlo e “

MB, underlying event, tt, W/Z+jets, etc

Measure main backgrounds to new A lot of work to be done
physics before claiming discoveries,

W/Z+jets, tt+jets, QCD jets, etc will take time but it is

hL\t\AIl I-Lnl\: MAA’JAA

Early discoveries Z potential discovery
Potentially accessible: Z', SUSY, ... surprises?

I T



Example: Muon Performance In-Situ
determination

Muon Spectrometer muon efficiency can
be determined using e.q. J/\/Z —uu via
tag &probe:

* tag muon: combined muon track
reconstructed in both ID and MS

* probe muon: ID track

: Minv(MTag ‘ Mpr‘obe) ~ M J/p

- Cuts to reject background

[CJbb—u6ud X
EDirect onia
Bl Drell-Yan

Background w/o

vertex cuts
R oL

10000 J/y~> uu
500 Y 2 uu

600 Z > ee, uu
per pb-!

do/dM [nb/(100 MeV)]

9 10 11 12
Mass (GeV)

efficiency

o
N
T

Tag & probe methods to determine muon efficiency

i The invariant mass
5 \ ___ of the two tracks
) should be near the
/ )L o ¢ \ Z-Boson mass.
1

m Commission and calibrate detecto

O Inner Tracker

0 Muon Spectrometer

Test if there is
- = corresponding track

Lo

e o
(=2 0 -
T T T T T

o
E-N
T T

Offline reconstruction
efficiency

- J/W—uu

< Monte Carlo Truth

@ Tag & Probe method

ool b by b s Loy
10 12 14 16 18 20

Pt

P.




Observe top signal and measurements ft — bW bW — blv bjj

Top signal observable in early days 3 jets py> 40 GeV
with no b-tagging and simple analysis
Measure o;; to 10-20% and M
GeV with ~100 pb-!

2000

1600

1200

800

# events / 50 pb'1

ATLAS prelimina

. Re-discover and measure Standard Model

ry estimate

top

Semi-leptonic tt channel (golden channel):

1 jets pr> 20 GeV
to 10

Tevatron €€bb w. §

3 fb

Tevatron €+jets w. 8 fb-!

m contain most physics objects: leptons,
jets, E{Miss | b-jets
m background to ~ all searches
— when top measured, experiment is ready
for discovery phase

>250:-'"""-”"'"""”""”_'1”{
O 14 TeV, 100 pb 1

S 200k u-channel, 3

= F no b-tagging E

£ 150 -

% . s Vs = 10 TeV, after cuts:
5 100F ~ 15 |=e,u events per pb-
£ wf |

= : ATLAS '

0=706 150 200 250 300 350

M, [GeV]




= First tuning of Monte Carlo

Minimum bias, dominant process at the LHC —
- its modeling is a hecessary tool for high p,
physics |
» early measurement ~1 pb-! = easy measurement mc
(Challenge to extend tracking to low p) : Reconstructed

1/N,,dN,,/dp_

charged particles

Charged particle density large discrepancies at LHC
energies — essential measure it and tune MC!

i N PN S W .A.A,L',xu_x_x_s.,.,.‘,Lr‘
7" 02 04 06 08 1 12 14 16 18 2
p, [GeV]

L eTEIAars / Charged particle density vs n

=0

TTT T T [ N LN LR T T

dN,, /dn aty

pp interactions

® UAS and CDF data

MC
Reconstructed
MC/Reconstruction

PYTHIA models favour In?(s)
PHOJET suggests a In(s)(dependence

- Trackp, >
il Ll

150 Me

sl L Ll L . 11 11 111 11 \ 111 L1l 11
2 3 4 5 -2. 2 -15 -1 05 O 0.5
10 10 10 10

el by [

Vs (GeV)




Early discoveries

Heavy resonance decaying into leptons Z' — |ll, mass ~ 1 TeV

14 TeV,Z' > ee

---e-- 1.5TeV Z—uu, 10 events |
—e— 15TeVZouy, 95%CL |

T T TT177

|

1.0TeV Z’>uu, 10 events |
—e— 1.0TeV Z—>uu, 95% CL

Luminosity [pb ]

‘.'(\
>
()
o
Q
hah
£
B
]
°

T 1 IIIHI

| lIllIlll

Sequential SM

ey
Q
-

T IITI”II

| ILIIIII

—— 1 TeV Zy - parameterization

— — Drell-Yan - parameterization
—— 1 TeV Z} - ATLAS simulation

! lllllll

fast simulatién
ATLAS preliginary estimate
I\l‘lllllllll‘l\I\lllllllll\l\I\llllllll[\l‘l\l L L L L L
600 700 800 900 1000 1100 1200 1300 1400 1500 4 6 8 10 12 14
M (GeV) LHC center-of-mass energy [TeV]

T TITIHII

- Signal is (narrow) mass peak above small and smooth SM background

* Does not require ultimate EM calorimeter performance (however, for Z'—uu Muon
Spectrometer alignment is very important)

» Discovery beyond Tevatron exclusion reach (m ~ 1 TeV) possible with 200 pb-!and
Js>7 TeV (100 pb! at 10 TeV)

- perhaps sometime in 2010 ?

36



J= Summar'y

The ATLAS experiment (detector, trigger and data acquisition, data

quality, calibration and alignment, data processing and world-wide

distribution) is in good shape for the LHC start-up, thanks to:
Commissioning with real data: collect cosmic rays & 2008 LHC single beam

Commissioning with simulated data: data challenges of increasing
functionalities, size and realism

Detailed analysis of cosmic rays data have allowed to obtain a good
understanding of the detector performance and calibration and alignment
accuracies good enough for first physics.

With the first LHC collisions data, the first goal will be to improve
further our understanding of the detector performance in order to
reach the very challenging physics requirements

As detector understanding improves, a rich program of early physics will
be available with even possible discoveries.
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Can we try to align and calibrate?

MDT track residuals

To observe new heavy resonance
X— uu as “harrow" peak >
o/p<10% for E,~ 1 TeV
E~1TeV = SGQITTG A~500 um

l
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i Overview of beam injections and ATLAS runs

Collimators open

/

Correlating ATLAS Beam Data with the IIHC Logging DB
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i Collimator splash events

Zoom into first period of beam splashed activity

Correlating ATLAS Beam Data with the LHC Logging DB
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